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a b s t r a c t

Increasing evidence suggests that working memory and perceptual processes are dynamically interre-
lated due to modulating activity in overlapping brain networks. However, the direct influence of working
memory on the spatio-temporal brain dynamics of behaviorally relevant intervening information remains
unclear. To investigate this issue, subjects performed a visual proximity grid perception task under three
different visual–spatial working memory (VSWM) load conditions. VSWM load was manipulated by ask-
ing subjects to memorize the spatial locations of 6 or 3 disks. The grid was always presented between
the encoding and recognition of the disk pattern. As a baseline condition, grid stimuli were presented
without a VSWM context. VSWM load altered both perceptual performance and neural networks active
during intervening grid encoding. Participants performed faster and more accurately on a challenging
perceptual task under high VSWM load as compared to the low load and the baseline condition. Visual
evoked potential (VEP) analyses identified changes in the configuration of the underlying sources in one
particular period occurring 160–190 ms post-stimulus onset. Source analyses further showed an occipito-
parietal down-regulation concurrent to the increased involvement of temporal and frontal resources in
the high VSWM context. Together, these data suggest that cognitive control mechanisms supporting
working memory may selectively enhance concurrent visual processing related to an independent goal.
More broadly, our findings are in line with theoretical models implicating the engagement of frontal
regions in synchronizing and optimizing mnemonic and perceptual resources towards multiple goals.

© 2010 Elsevier Ltd. All rights reserved.

1. Introduction

We live in a world that is rich in visual information. In order
to succeed in this environment, we have developed the ability
to maintain a representation of behaviorally relevant informa-
tion for short periods while simultaneously processing new visual
input. This short-term storage and maintenance of visual infor-
mation is termed “working memory” (Baddeley, 1992, 2003) and
is believed to involve a distributed network, encompassing pre-
frontal (Petrides, 2005; Petrides, Alivisatos, & Frey, 2002) parietal
(Todd & Marois, 2004) and medial temporal (Axmacher et al.,
2007; Axmacher, Schmitz, Weinreich, Elger, & Fell, 2008; Rissman,
Gazzaley, & D’Esposito, 2008) brain regions.
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It is well established that occipital and parietal regions are
involved in encoding visual information, whereas prefrontal
regions appear to be responsible for maintaining this information
for a short period of time (Funahashi, Bruce, & Goldman-Rakic,
1993). However, it has been shown that the opposite is also true,
with neurons in prefrontal regions encoding visual information
(i.e., spatial location; Everling, Tinsley, Gaffan, & Duncan, 2006;
Funahashi, Bruce, & Goldman-Rakic, 1990; Johnston & Everling,
2006) and visual areas showing delay-period activity during a
working memory task (Freedman, Riesenhuber, Poggio, & Miller,
2003; Funahashi et al., 1990; Haxby, Petit, Ungerleider, & Courtney,
2000; Pessoa, Gutierrez, Bandettini, & Ungerleider, 2002; Postle,
Druzgal, & D’Esposito, 2003; Zaksas & Pasternak, 2006). This knowl-
edge has been recently extended by functional neuroimaging
studies showing that low-level regions involved in visual infor-
mation processing, such as the primary visual area (V1), may also
play an important role in the online maintenance of information
(Harrison & Tong, 2009; Serences, Ester, Vogel, & Awh, 2009; Todd
& Marois, 2004; Vogel & Machizawa, 2004).
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Despite recent progress, the dynamic interplay between work-
ing memory and perceptual processes remains elusive. There
is, however, increasing evidence suggesting that brain regions
involved in working memory (i.e., prefrontal and parietal regions)
impose top–down modulations on visual perceptual brain regions
in line with task goals (Eger, Henson, Driver, & Dolan, 2007; Egner
& Hirsch, 2005; Gazzaley et al., 2007; Johnston & Everling, 2006;
Postle, 2005). Recent dual-task experiments, mainly focusing on
the effect of working memory load on selective attention, have
been used to demonstrate a close and dynamic functional link
between working memory and selective attention (Downing, 2000;
Kim, Kim, & Chun, 2005; Lavie & De Fockert, 2005; Lavie, Hirst, de
Fockert, & Viding, 2004; Park, Kim, & Chun, 2007; Woodman & Luck,
2004; for a review see Awh, Vogel, & Oh, 2006). Specifically, it has
been shown that working memory load can interfere with the pro-
cessing of information related to a secondary task (Kim et al., 2005;
Park et al., 2007). While these interactions can either facilitate or
impair performance on a secondary task, these effects can be best
understood in terms of reduced processing of stimulus elements
sharing overlapping resources with the working memory load.

Functional magnetic resonance imaging (fMRI) studies adopt-
ing similar dual-task designs (de Fockert, Rees, Frith, & Lavie,
2001; Rissman, Gazzaley, & D’Esposito, 2009) further showed that
top–down signals related to working memory may amplify neu-
ronal responses associated with a perceptual task and suppress
task-irrelevant neural responses. However, under both visual and
auditory high working memory load it was found that there was
reduction in the brain’s capacity to selectively suppress activity
devoted to the processing of irrelevant visual information. By vary-
ing the visibility of the task-irrelevant background on which target
working memory stimuli were presented, a related neuroimaging
study showed a general deterioration of visual processing associ-
ated with the encoding of a visual background under high working
memory load (2-back vs. 1-back conditions; Rose, Schmid, Winzen,
Sommer, & Buchel, 2005, see also Klemen, Buchel, Buhler, Menz,
& Rose, 2010). In keeping with the above, this result suggests
that increased working memory load can reduce both attentional
and perceptual resources available to a secondary task. These data
are also consistent with the general proposition of the dual-task
literature, suggesting that the saturation of the capacity-limited
cognitive control (or “central executive”) system induces a func-
tional cost to the secondary task (Brisson & Jolicoeur, 2007a, 2007b,
2007c; Pashler, 1994; Ruthruff, Pashler, & Klaassen, 2001).

Electroencephalographic (EEG) investigations point to simi-
lar goal-directed modulations of early visual evoked potential
(VEP) components associated with perceptual processing (P1 and
N1) by working memory (Gazzaley, Cooney, McEvoy, Knight, &
D’Esposito, 2005; Holmes, Vuilleumier, & Eimer, 2003; Morgan,
Klein, Boehm, Shapiro, & Linden, 2008; SanMiguel, Corral, & Escera,
2008; Sreenivasan, Katz, & Jha, 2007) and visual–spatial atten-
tion (Hillyard & Anllo-Vento, 1998; Luck & Hillyard, 1995). These
top–down influences may indeed increase the processing speed
of relevant information (Gazzaley et al., 2005) and/or lead to an
amplification of attention-related activity (Hillyard & Anllo-Vento,
1998). Moreover, the later phase of the novelty-P300 component
associated with involuntary stimuli-driven attention (Escera, Alho,
Winkler, & Naatanen, 1998) was found to be decreased in amplitude
under high working memory load (Morgan et al., 2008; SanMiguel
et al., 2008; Shucard, Tekok-Kilic, Shiels, & Shucard, 2009). In task
involving the concurrent presentation of task-irrelevant distractors
during working memory maintenance, this finding has been inter-
preted in terms of a reduced impact of distractors on maintained
information (SanMiguel et al., 2008), highlighting the importance
of goal-directed cognitive control mechanisms in the allocation
of attentional and perceptual resources. Finally, VEP modulations
have been observed within the first 100 ms of stimulus presentation

that appear to reflect the specific nature of the working memory
requirements – i.e., encoding of a novel cues for later recall as com-
pared to the recognition of previously presented stimuli (Miller,
Deouell, Dam, Knight, & D’Esposito, 2008). These results are con-
sistent with proposal that working memory function can influence
even the earliest stages of visual processing.

Together, the abovementioned data suggest that temporary
changes in working memory processes may have an important role
in modulating perceptual processing. To date, research on the effect
of working memory on perceptual processes has been somewhat
limited to comparisons between the encoding of relevant vs. irrele-
vant information (e.g., de Fockert et al., 2001; Gazzaley et al., 2005;
Rissman et al., 2009; Rose et al., 2005; SanMiguel et al., 2008). It
is unclear, however, whether perceptual processing is effected or
impaired in situations where basic stimuli unrelated to a primary
working memory task need to be encoded to achieve an indepen-
dent secondary goal. To investigate this important question, we
performed two experiments using a dual-task paradigm where sub-
jects performed a basic visual perception task under three different
visual–spatial working memory (VSWM) load conditions. In Exper-
iment 1, we investigated the effect of VSWM load on perceptual
performance during the dual-task paradigm. We found percep-
tual encoding to be substantially facilitated under high VSWM
load conditions. To characterize the neurophysiologic mechanisms
underlying this unexpected behavioral effect, and more broadly
the interaction between working memory and perceptual process-
ing in this task context, Experiment 2 included VEP measurements
and is accompanied by electrical neuroimaging analyses and source
estimations (Murray, Brunet, & Michel, 2008).

2. Materials and methods

2.1. Participants

Thirteen right-handed individuals (8 females) aged 23–39 years
(mean ± SD = 29 ± 4.6 years) participated in Experiment 1. A distinct group of
twelve right-handed individuals took part in Experiment 2. Data analyses on
Experiment 2 were conducted on eleven (3 female) right-handed individuals, aged
from 25 to 41 years (mean ± SD = 30.4 ± 4.8 years). Data from one participant were
excluded from the analysis due to excessive eye movement artefacts. None of the
participants reported history of neurological or psychiatric illnesses, and all had
normal or corrected to normal vision. The experimental protocol was approved
by the Ethics Committee of the Faculty of Biology and Medicine at the Centre
Hospitalier Universitaire Vaudois (CHUV) and University of Lausanne, and the
Mental Health Research and Ethics Committee (MHREC; Melbourne, Australia).

2.2. Stimulus presentation

Details of the presentation procedure for the Experiment 1 are depicted in Fig. 1.
In an initial VSWM encoding phase, 6 (high VSWM load), 3 (low VSWM load) or
0 black disks (baseline) were presented against a grey background. Participants
viewed the display on a 12′′ PC monitor from a distance of 60 cm. Each of the disks
had a diameter of 1 cm (subtending ∼0.95◦ visual angle) and were presented ran-
domly and non-overlapping within 90% of the screen dimensions. This feature was
adopted to ensure a similar attentional focus across conditions. During the VSWM
encoding phase, the disks were presented for 1500 ms and then removed. After a
period of 4500 ms the disks were presented again for 1500 ms during the recognition
phase. On 50% of the trials, 3 disks were displaced (∼2.0◦ visual angle) in a random
direction from their original location during the encoding phase.

For the perceptual task, adapted from Kurylo, Pasternak, Silipo, Javitt, and Butler
(2007), subjects were presented with a grid (∼12.0◦ visual angle) of 432 identical
black squares (6 × 6 pixels, ∼0.02◦ visual angle per square). The perceptual proxim-
ity task was chosen on the basis of previous studies showing that the discrimination
of rows and columns relies on early and low-level visual processes that are predom-
inantly (but not exclusively) subserved by the striate and extrastriate visual cortex
(Singer, 1995; Stettler, Das, Bennett, & Gilbert, 2002). This visual perceptual prox-
imity task was presented, on a grey background, for 500 ms between the VSWM
encoding and recognition phase (2000 ms after the removal of the first presentation
of the disks) in the high and low VSWM conditions, or was presented in the absence
of any VSWM stimuli to form a baseline condition.

In Experiment 1, participants performed a difficult and an easy version of the
perceptual task. In the difficult version of the task, the difference between the verti-
cal and horizontal separation between the squares was minimal with a separation of
20 or 15 pixels (∼0.5◦ or ∼0.38◦ visual angle), respectively. Under these conditions
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Fig. 1. Experimental design. VSWM stimuli consisted of black disks (6 for imposing high VSWM loads and 3 for inducing low VSWM loads) presented on a grey background.
Subjects were asked to encode the location of each disk. VSWM stimuli were presented for 1500 ms and subjects had to maintain online the disk location for 4500 ms before
recognition. On 50% of the trials (in each VSWM condition), 3 disks were displaced in a random direction from their original location during the encoding phase. A grid
composed by black squares was presented in 50% of the VSWM trials (25% in the high VSWM load condition and 25% in the low VSWM load condition), subjects had to
indicate if the squares were organized in column (see the low VSWM load condition) or row (see the baseline and high VSWM condition). Two VSWM baseline conditions
(i.e., without grid presentation during the delay period; not presented in the figure) were also presented to balance the design.

participants reported a very subtle, but detectable appearance of grouping of the
squares as rows (horizontal lines) or columns (vertical lines) accordingly to the pure
distance law (Kubovy & van den Berg, 2008). In the easy version of the task, the rel-
ative difference between the vertical or horizontal separation between the squares
was greatly increased to either 50 or 15 pixels (∼1.26◦ or ∼0.38◦ visual angle) respec-
tively. Under these conditions participants reported an easily detectable separation
of the grid into rows or columns. In both conditions the arrangement of the grid as
columns and rows was randomly assigned with equal probability across trials.

To test the respective effect of the VSWM load on the perception task, 5
trials conditions were used: (1) high VSWM load (six disk locations to be remem-
bered) + perceptual grid task; (2) low VSWM load (three disk locations to be
remembered) + perceptual task grid; (3) perceptual grid task alone (no concurrent
VSWM task); (4) high VSWM load alone (no concurrent perceptual task); (5) low
VSWM load alone (no concurrent perceptual task). In Experiment 1, participants
completed one block comprising 50 trials each (10 trials for each condition). The
order of trials was randomized and the bidirectional association of the respective
conditions within the block was counterbalanced. The trial sequences were cre-
ated using a custom made MATLAB (MathWorksTM) algorithm and the stimuli were
generated with the Psychtoolbox 2.54 for MATLAB (http://psychtoolbox.org).

For Experiment 2 a slightly modified version of the difficult perceptual task
was used. Participants viewed the display on a 21′′ PC monitor from a distance of
80 cm. Because only correct trials are considered in the EEG analyses, a slightly larger
square separation was used in order to reach an accuracy rate of approximately
90% – i.e., the vertical and horizontal separation between squares was either 22
or 15 pixels (∼0.42◦ or ∼0.28◦ visual angle), respectively. In Experiment 2, subjects
performed 12 blocks comprising 50 trials each (10 trials for each condition). In order
maximize the number of trials obtained but minimize the total duration of testing
time to avoid excessive subject fatigue, we reduced the length of the delay between
the disks presentation to 3000 ms (this change did not affect the duration of the
perceptual stimulus presentation). Overall, participants completed 120 trials per
condition during an experimental session that lasted approximately 90 min.

2.3. Procedure

In both experiments, participants were told that they were required to perform
two separate unrelated tasks. In some trials they would be presented an array of
disks and that in such trials they would have to memorize the location of each disk
during this first “encoding” presentation (Fig. 1). The importance of remembering
the exact location of each disk was emphasized by explaining to subjects that in
some trials only one disk could move. Later during these trials they would be pre-
sented with a second array of disks for the “recognition” phase and their task was to
determine whether any of the disks had changed location. In some trials they would
be presented with a grid of small squares and would be asked to judge whether it
was arranged in columns or rows.

It was clearly explained to participants that in some trials they would either
be presented: (1) the disk memory task alone; (2) the grid perception task alone
or (3) both tasks, with the grid perception stimulus being presented between the
first and second presentation of the disks (in the middle of the VSWM task). In all
trials in which the grid was presented, participants were asked to indicate, via key

press, whether they perceived the small squares to be arranged in columns (index
finger) or rows (middle finger) – as quickly and accurately as possible after the grid
presentation. In trials in which the disk memory task was presented, participants
were asked to indicate whether the disk locations were the same (index finger) or
different (middle finger) – as quickly and accurately as possible after the second disk
presentation. All subjects performed a short practice session before performing in
the actual experiment to ensure that they had understood the procedure and could
perform the task with the desired accuracy (i.e., around 80, 90 and >95%, depending
on the task version). Subjects were instructed to view the VSWM and grid stimuli
without moving their eyes to avoid ocular artifacts. For this purpose, a fixation cross
was presented in the middle of the screen throughout each trial. This fixation cross
disappeared when the perceptual stimulus (grid) was presented in the middle of
the screen (see Fig. 1).

2.4. Electrophysiological recordings

In Experiment 2, continuous EEG was acquired at 1024 Hz through a 160-
channel Biosemi ActiveTwo system (Biosemi, Amsterdam, Netherlands) referenced
to the CMS-DRL ground, which functions as a feedback loop driving the average
potential across the electrode montage to the amplifier zero. The EEG was online
band-pass filtered between 0.1 and 100 Hz. Recordings took place in an electrically
shielded sound-attenuated cabin.

2.5. Behavioral and EEG analyses

2.5.1. Behavioral analyses
Accuracy and reaction times (RTs) related to perceptual and VSWM tasks

were analyzed using standard parametric approaches [within-subjects analysis
of variance (ANOVA) and paired t-tests]. The normal distribution of the data
was controlled beforehand by one-sample Kolmogorov–Smirnov test. Mauchly’s
test was used to control for violations of sphericity in the within-subjects
ANOVAs. Analyses were performed using the IBM SPSS Statistics 18 software
(http://www.spss.com/software/statistics/). Partial !2 and Cohen’s d were addition-
ally estimated to assess the size of the observed effects. We utilized signal detection
measures [d-prime (d′); Macmillan & Creelman, 2005] to confirm changes in per-
ceptual sensitivity as a function of VSWM load. Finally, post hoc statistical power
analyses were calculated using the software G*Power (version 3.1.2; Faul, Erdfelder,
Lang, & Buchner, 2007). This analysis, computed using standardized effect size
(Cohen’s d and partial !2) along with the sample size, was performed to evaluate
the possibility of type II error.

2.5.2. EEG analyses
The EEG analyses were conducted using the Cartool software

(http://brainmapping.unige.ch/cartool.php) and additional customized MAT-
LAB scripts. Epochs of EEG recordings over the −100 to 500 ms period relative to the
onset of the visual grid were averaged for each correctly answered trial and each
subject. EEG epochs with ocular artifacts were semi-automatically identified and
rejected using horizontal and vertical electrooculogram and a rejection criterion
of ±80 !V at all electrodes. Data from artifact electrodes were interpolated using
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3-dimensional splines (Perrin, Pernier, Bertrand, Giard, & Echallier, 1987). Data
were band-pass filtered from 0.1 to 40 Hz, including a 50 Hz notch filter. Group-
averaged VEPs were computed as a function of whether the grid was preceded by
a high VSWM load, low VSWM load or no VSWM load (baseline condition). Data
were recalculated to the common average reference prior to group-averaging, and
baseline correction was applied to the 100 ms epoch preceding the grid stimulus.

2.5.2.1. General analysis strategy. Electrophysiological analyses were conducted on
local and global measures of the electric field at the scalp. The latter of these –
so-called electrical neuroimaging analyses – enable the differentiation of effects
following from modulations in the strength of responses of statistically indistin-
guishable brain generators from alterations in the configuration of these generators
(viz. the topography of the electric field at the scalp). These methods have been
shown to be useful for analyzing EEG data from larger electrode sensor arrays and
have been extensively detailed elsewhere (Murray et al., 2008 for a methods tuto-
rial), so that only essential details related to the current experiment are provided
here.

2.5.2.2. VEP waveform modulations. We analyzed VEP waveform data millisecond-
wise from all electrodes over the post-stimulus period in an ANOVA with the factor
condition (no, low or high VSWM load). Temporal auto-correlation was corrected
through the application of a 20 ms contiguous temporal criterion for effect persis-
tence (Guthrie & Buchwald, 1991). This criterion was also applied to the analysis of
Global Field Power and the topographic measures described below. The results of
the analyses are presented as an intensity plot representing time (post-grid onset),
electrode location, and p-values (≤0.05) at each data point. Note that no correction
was applied for multiple testing across the electrodes. This analysis provides an ini-
tial visual impression of the effects. However, analyses of voltage VEP waveforms
are reference-dependent, such that the statistical outcome (as well as the time series
of the VEP itself) will change with the choice of a different reference site (c.f., Fig.
1 in Murray et al., 2008; also Lehmann, 1987). As such, voltage waveform analy-
ses by themselves comport limited interpretational power either from a statistical
or neurophysiologic standpoint (Dien & Santuzzi, 2005). Consequently, and given
our interest in determining the effect of VSWM load on the active network of brain
regions during the perceptual task, our analyses focus on global measures of the
electric field at the scalp, which are reference-independent and consider data from
the entire electrode montage.

2.5.2.3. Global electric field analyses. The electrical neuroimaging analyses of the
VEPs focused on two features of the electric field. The first type of analysis identified
periods of time when the topography of the VEP differed within and across exper-
imental conditions, irrespective of the strength of the VEP. Changes in the electric
field topography forcibly derive from changes in the configuration of intracranial
sources (though the converse need not forcibly be true) (Lehmann, 1987). The
second type of analysis identified periods of time when the strength of the VEP
differed across experimental conditions, irrespective of the topography of the VEP.
The reader should note that these two dependent measures are independent of each
other.

There were two objectives with the topographic analyses. The first was to deter-
mine the sequence of VEP topographies within the response to each experimental
condition. For readers less familiar with these methods, this can be loosely equated
to determining the “components” of the VEP from each experimental condition,
where a VEP “component” is defined by its latency and scalp distribution (i.e.,
topography) (e.g., Clark, Fan, & Hillyard, 1995). It has recently been shown that
results of the present topographic analyses are highly similar to those obtained using
independent component analysis (ICA), despite differences in theoretical bases and
assumptions regarding the data (De Lucia, Michel, & Murray, 2010) The second, par-
allel objective was to determine if and when the VEP topographies differed between
conditions. These objectives were addressed through an atomize and agglomerate
hierarchical clustering (AAHC) of the group-average VEPs concatenated across the
three experimental conditions (i.e., three 600 ms VEPs, totaling 1800 ms of data).
Here we provide an overview, but full details can be found in published tutorials
(Murray et al., 2008).

In the AAHC, each time point (i.e., each millisecond of the VEP) can be repre-
sented as a vector with dimensionality equal to the number of electrodes. Each of
these time points from the concatenated dataset is initially designated as a unique
cluster. From all of these clusters, the worst is identified as that with the lowest
Global Explained Variance (see Murray et al., 2008 for formula), which is a metric
of how well a given cluster describes the whole dataset. This worst cluster is then
atomized, so that the data from each time point contributing to the worst clus-
ter is re-ascribed to the other cluster(s) with which it best correlates spatially. For
each cluster the centroid is calculated, which is the mathematical average across
time points when a given cluster had the highest spatial correlation. This cluster-
ing and identification of the worst cluster is iterated until there is only 1 remaining
cluster. Thus, for a given set of n clusters, the experimenter can visualize what its
topographic distribution looks like. These topographic distributions are colloquially
referred to as template maps. The reader should note, that the cluster analysis does
not including the relative timing of a data point in its attribution of a given template
map. Thus, any temporal structure is an inherent property of the ERP and is not
induced by the clustering analysis.

The next step is the determination of how many different template maps
adequately describe the concatenated group-averaged VEPs from the different
experimental conditions. Again, using the more colloquial term “component”, the
next step is to determine how many different components are present in the
concatenated VEPs. This also serves as a hypothesis generation tool in that the
experimenter has a qualitative description of whether and when all experimen-
tal conditions appear to be described by the same or different clusters/components.
Typically, there are periods when the same template map is observed in all exper-
imental conditions and other periods when one template map is observed for one
experimental condition and another (or several others) for another experimental
condition. The optimal number of template maps is determined using the combi-
nation of a cross-validation criterion and Krzanowski-Lai criterion (see formulae in
Murray et al., 2008). This combination identifies the best trade-off between describ-
ing the greatest variance in the data with as few template maps as possible.

The pattern of template maps observed in the group-averaged VEPs is then
tested in the single-subject VEPs. That is, for a given time period the template maps
observed in the group-averaged VEPs are compared with the VEPs from single-
subjects in response to each experimental condition. This comparison is based on
the calculation of spatial correlation, which is directly related to global dissimilar-
ity (formula in Murray et al., 2008). From this calculation over a given time period,
the experimenter obtains a measure of how well a given template map describes
the VEP from each experimental condition (on average across subjects) and how
well another template map describes the VEP from each experimental condition.
This procedure is colloquially referred to as “fitting”; the output of which is sub-
mitted to repeated measures ANOVA using factors of experimental condition and
template map. In the event of a significant interaction, it can be concluded that
different template maps – i.e., VEP topographies – better account for different exper-
imental conditions. This would constitute evidence that different conditions, at a
given latency, are engaging different configurations of intracranial sources (albeit
potentially overlapping to a large degree).

A complementary assessment of whether the topography of the VEP signifi-
cantly differs across experimental conditions is based on the calculation of Global
Dissimilarity (Lehmann & Skrandies, 1980; see Murray et al., 2008 for recent publi-
cation of formula), which is the root mean square of the difference between two
strength-normalized electric fields (here VEP topography across conditions at a
given instant in time). Global Dissimilarity can range from 0 to 2, with the former in
the case of identical topographic distributions and the latter in the case of inverted
topographic distributions. The analysis of Global Dissimilarity is based on random-
ization tests (i.e., within-subject permutations of the data across conditions using
Monte Carlo bootstrapping) and is colloquially referred to as topographic ANOVA
(TANOVA), though we would emphasize that no actual ANOVA is used here. In the
case of the present study, the single-subject VEPs of all three experimental condi-
tions were first subjected to a randomization procedure (Koenig, Melie-Garcia, Stein,
Strik, & Lehmann, 2008; Wirth et al., 2008) with 5000 repetitions to test against the
null-hypothesis that electric field topographies evoked by each condition are not
different from the mean topography across all conditions. Next, TANOVAs between
pairs of experimental conditions were performed. Only differences meeting the
statistical threshold of p ≤ 0.05 for at least 20 ms contiguously were considered as
reliable.

Analysis of the strength of the VEP irrespective of its topography was accom-
plished using Global Field Power (GFP; Lehmann & Skrandies, 1980). GFP is
calculated as the square root of the mean of the squared value recorded at each
electrode in the 160-channel montage (vs. the average reference) and represents
the spatial standard deviation of the electric field at the scalp, yielding larger values
for stronger electric fields. In a similar manner to what is described above to anal-
yses the VEP voltage waveforms, we conducted a millisecond-wise ANOVA on GFP
waveforms. However, the reader should note that GFP is a reference-independent
measure. Analyses of GFP are also independent to those of topography as described
above. We emphasize that the observation of a GFP modulation in the absence of a
topographic modulation would most parsimoniously be interpreted as a strength or
power modulation of statistically indistinguishable neural generators across exper-
imental conditions.

2.5.2.4. Source estimations. We estimated the sources in the brain underlying the
VEPs from each condition using a distributed linear inverse solution (ELECTRA)
applying the local autoregressive average (LAURA) regularization approach to
address the non-uniqueness of the inverse problem (Grave de Peralta Menendez,
Gonzalez Andino, Lantz, Michel, & Landis, 2001). The inverse solution algorithm is
based on biophysical principles derived from the quasi-static Maxwell’s equations;
most notably the fact that independent of the volume conductor model used to
describe the head only irrotational and not solenoidal currents contribute to the
EEG (Grave de Peralta Menendez et al., 2001; Grave de Peralta Menendez, Murray,
Michel, Martuzzi, & Gonzalez Andino, 2004). Uniqueness of the inverse problem
requires the application of a regularization strategy. In our study, homogenous
regression coefficients in all directions and within the whole solution space were
used. The current implementation of LAURA was generated with the Spherical Model
with Anatomical Constraints (SMAC; Spinelli, Andino, Lantz, Seeck, & Michel, 2000).
LAURA uses a realistic head model, and the solution space included 3005 nodes,
equally distributed within the gray matter of the Montreal Neurological Institute’s
average brain. Prior basic and clinical research has documented and discussed in
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detail the spatial accuracy of this inverse solution (e.g., Gonzalez Andino, Michel,
Thut, Landis, & Grave de Peralta, 2005; Gonzalez Andino, Murray, Foxe, & de Peralta
Menendez, 2005; Grave de Peralta Menendez et al., 2001; Michel et al., 2004). As an
output, LAURA provides current density measures, the scalar values of which can
be statistically analyzed at each node in the solution space. Time periods for which
intracranial sources were estimated and statistically compared between conditions
were defined by the results of the topographic cluster analysis described above. Sta-
tistical analyses of source estimations were performed by first averaging the VEP
data over such time periods to generate a single data point per period for each
participant and condition. The inverse solution (11 participants × 3 conditions) was
then estimated for each of the 3005 nodes. A one-way ANOVA with condition as
the within-subjects factor was calculated at each node using the variance across
participants, the result of this analysis was used as an inclusive mask for post hoc
paired t-tests. In both analyses only nodes with p-values ≤0.05 (t(10) ≥ 2.23) and clus-
ters of at least 20 contiguous nodes were considered reliable. This spatial criterion
was determined using the AlphaSim program (available at http://afni.nimh.nih.gov).
The 10,000 Monte Carlo permutations performed on our lead field matrix revealed
a false positive probability of <0.005 for a cluster greater than 14 nodes. The
results of the source estimations were rendered on the MNI brain with the
Talairach and Tournoux (1988) coordinates of the largest statistical differences
indicated.

3. Results

3.1. Experiment 1

3.1.1. Difficult perception task
Accuracy and RTs of the correct trials in the visual proximity task

(grid perception) significantly differed between the three VSWM
load contexts. Within-subjects ANOVA identified a significant main
effect of VSWM load for both accuracy (F(2,24) = 3.31, p = 0.05; partial
!2 = 0.22) and RTs (F(2,24) = 3.34, p = 0.05; partial !2 = 0.22). Partic-
ipants were more accurate in the visual proximity task in the
context of a high VSWM load (88%) as opposed to no load (80%;
t(12) = 2.99, p = 0.01; Cohen’s d = 0.48). No significant differences
were found between high vs. low (85% correct) load (t(12) = 1.00,
p = 0.33; d = 0.20) or low load vs. baseline (t(12) = 1.38, p = 0.19;
d = 0.28) conditions. Perceptual sensitivity measures (d′) confirmed
these results by showing an overall difference between conditions
(high load: mean ± s.e.m d′ = 3.1 ± 0.45; low load d′ = 2.6 ± 0.47 and
baseline d′ = 2.3 ± 0.44; F(2,24) = 3.82, p = 0.03; partial !2 = 0.24). Post
hoc analyses showed a greater perceptual sensitivity of participants
in the high VSWM load condition compared to baseline (t(12) = 2.94,
p = 0.01; d = 0.48). RTs in the perceptual task were faster in the high
VSWM load condition (mean ± s.e.m.: 1041 ± 58 ms) as opposed to
baseline (1126 ± 67 ms, t(12) = 2.49, p = 0.02; d = 0.37). Participants
also tended to respond faster in the high VSWM load condition
compared to the low VSWM condition (1083 ± 62 ms) although this
result did not reach significance (t(12) = 1.95, p = 0.07; d = 0.19).

With respect to the performance in the working memory
task (i.e., disk pattern recognition), a within-subjects two-way
ANOVA revealed a significant effect of condition (with vs. with-
out intervening perceptual task; F(1,12) = 16.26, p < 0.01; partial
!2 = 0.57) but no effect of VSWM load (F(1,12) = 1.73, p = 0.21; partial
!2 = 0.12, accuracy above 85% in both conditions) and no con-
dition × load interaction (F(1,12) = 1.08, p = 0.31; partial !2 = 0.08).
Post hoc analyses indicated a negative impact of the concurrent
perceptual task on disk pattern recognition (t(25) = 4.15, p < 0.01;
d = 1.14). Analyses on RTs showed a significant main effect of VSWM
load (F(1,12) = 9.19, p = 0.01; !2 = 0.43), but no effect of condition
(F(1,12) = 1.16, p = 0.30; !2 = 0.08) and no interaction between condi-
tion and load (F(1,12) = 0.001, p = 0.97; !2 < 0.01). Post hoc analyses
indicated that participants were slower in the high VSWM load
conditions compared to the low VSWM load conditions (t(25) = 2.36,
p = 0.02; d = 0.34).

3.1.2. Easy perception task
Accuracy in the easy grid perception task was above 97%

under each working memory load (F(2,24) = 0.76, p = 0.47; partial

!2 = 0.06; power = 0.44). Contrary to the results obtained for the
difficult grid perception task, RTs on the correct trials did not
differ significantly between the three conditions (F(2,24) = 2.23,
p = 0.12; partial !2 = 0.15; power = 0.88). Although the high statis-
tical power supports the absence of RT differences, the pattern of
RTs appears opposite to those observed in the difficult task ver-
sion (i.e., high VSWM load mean ± s.e.m.: 906 ± 37 ms, low VSWM
load 879 ± 41 ms and baseline 859 ± 42 ms conditions). A within-
subjects two-way ANOVA confirmed that the impact of VSWM load
on RTs differed significantly between the difficult and easy grid per-
ception task (interaction of condition x task: F(2, 24) = 5.90, p < 0.01;
partial !2 = 0.33). This result indicates that the increased RT speed
obtained under high VSWM load in the difficult task version does
not reflect a generalized effect of VSWM on the facilitation of motor
responses.

In accordance with the performance in the working memory
task in the difficult grid perception version, accuracy rates showed
a significant effect of condition (F(1,12) = 12.71, p < 0.01; !2 = 0.51)
but no effect of load (F(1,12) = 0.12, p = 0.73; !2 = 0.01) and no condi-
tion x load interaction (F(1,12) = 1.44, p = 0.25; !2 = 0.10). Post hoc
analyses indicated a negative impact of the concurrent percep-
tual task on working memory performance (t(25) = 2.83, p < 0.01;
d = 0.74). Analyses on RTs showed a significant effect of condition
(F(1,12) = 10.92, p < 0.01; !2 = 0.47), but no effect of load (F(1,12) = 2.81,
p = 0.11; !2 = 0.19) and no interaction between load and condition
(F(1,12) = 2.17, p = 0.16; !2 = 0.15). Post hoc analyses indicated a neg-
ative impact of the concurrent perceptual task on reaction times in
the working memory task (t(25) = 2.83, p < 0.01; d = 0.37).

3.2. Experiment 2

3.2.1. Behavioral results
As expected from Experiment 1, accuracy rates in the visual

proximity task (grid perception) were high irrespective of concur-
rent VSWM load (∼ 90%) and did not differ significantly between
conditions (F(2,20) = 1.00, p = 0.38; partial !2 = 0.09; power = 0.55;
d′ F(2,20) = 1.03, p = 0.37; partial !2 = 0.09; power = 0.55). A within-
subjects ANOVA with RTs from the correct trials showed a
significant effect of VSWM load (F(2,20) = 7.14, p < 0.01; partial
!2 = 0.41). In accordance with the results obtained in the difficult
proximity task in Experiment 1, participants were faster in the con-
text of a high VSWM load (mean ± s.e.m.: 871 ± 44 ms) as opposed
to either a low VSWM load (890 ± 43 ms; t(10) = 2.32, p = 0.04;
d = 0.13) or no VSWM load (908 ± 47 ms; t(10) = 3.55, p < 0.01;
d = 0.24). No significant RT differences were observed between the
low VSWM load and the no load baseline condition (t(10) = 1.70,
p = 0.11; d = 0.12). Importantly, despite the relative ease of the per-
ceptual task, high VSWM load still provides a significant facilitation
to the perception of visual proximity.

In agreement with the performance in the working memory task
obtained in the difficult task version of Experiment 1, a within-
subjects two-way ANOVA showed a significant main effect of
condition (F(1,10) = 53.25, p < 0.01; !2 = 0.84), but no effect of VSWM
load (F(1,10) = 0.77, p = 0.40; !2 = 0.07) and no load × condition inter-
action (F(1,10) = 2.17, p = 0.17; !2 = 0.18). Post hoc analyses indicated
a negative impact of the concurrent perceptual task on VSWM
maintenance (t(21) = 6.38, p < 0.01; d = 1.20). Analysis of RTs showed
significant main effects of load (F(1,10) = 20.58, p = 0.01; !2 = 0.67)
and condition (F(1,10) = 10.59, p = 0.09; !2 = 0.51) as well as an
interaction between load and condition (F(1,10) = 9.58, p = 0.01;
!2 = 0.49). Participants were slower in the high VSWM load con-
ditions compared to the low VSWM load conditions (t(21) = 4.18,
p < 0.01; d = 0.43), and the perceptual task had a negative impact on
VSWM maintenance (t(21) = 3.61, p < 0.01; d = 0.45). Further, anal-
yses showed that increase in RT from low to high VSWM load
conditions was greater when the perceptual task was not presented

http://afni.nimh.nih.gov/


L. Cocchi et al. / Neuropsychologia 49 (2011) 92–102 97

Fig. 2. Electrical neuroimaging results. Exemplar group-average waveforms for a midline occipital electrode (A) are shown along with the results of the electrode-wise
ANOVA over the post-grid period between the three conditions (B). Spatially widespread and temporally sustained differences began at 160 ms post stimulus onset.

compared to when the grid was concurrently presented (t(10) = 3.09,
p = 0.01; d = 1.23).

3.2.2. Electrophysiological results
VEP waveforms from an exemplar posterior midline scalp site

are shown in Fig. 2A. Voltage waveform data from each scalp elec-
trode were first analyzed in a millisecond-wise ANOVA. Temporally
sustained effects of condition were observed at posterior elec-
trodes between 150 and 200 ms, 230–270 ms and∼330 ms onwards
(see Fig. 2B). Voltage waveforms analysis provides a first level of
evidence regarding the time periods of differences between the
three experimental conditions. However, because this analysis is
impacted by the reference choice (even in the case of the average
reference), we focus instead on reference-independent measures
of the global electric field at the scalp.

The group-averaged VEPs were subjected to a common hier-
archical topographic cluster analysis (detailed in Section 2). Nine
template maps were identified over the post-stimulus period from
all experimental conditions, explaining 94.99% of the variance of
the concatenated group-average VEP dataset. While over most
of the post-stimulus period there was one template map that
accounted for responses from all conditions at a given latency, dur-
ing the 160–190 ms period two template maps were identified that

differentially accounted for the group-average VEPs (Fig. 3A). This
pattern was then tested in the fitting procedure and within-subjects
ANOVA.

There was a significant condition × map presence interaction
over the 160–190 ms post-stimulus interval (F(2,20) = 4.057, p = 0.03;
!2 = 0.29). Post hoc analyses indicated that the top map depicted in
Fig. 3A (blue frame) best characterized subjects’ responses when
perceiving the grid under low (t(10) = 2.53, p = 0.03; d = 0.67) and
high VSWM loads (t(10) = 2.32, p = 0.04; d = 0.79) as opposed to
the baseline condition. No significant differences were observed
between the high and low VSWM loads (t(10) = 0.71, p = 0.48;
d = 0.19). As the single-subject responses are forcibly ascribed
to either one template map during the fitting procedure, equi-
opposite results were observed for the bottom map (green frame,
see Fig. 3B).

In order to determine whether the observed topographic clus-
ters indeed differed statistically in terms of spatial configuration,
we further analyzed the Global Dissimilarity (Lehmann & Skrandies,
1980) across conditions on a millisecond-wise basis. The results of
these analyses are displayed in Supplementary Fig. 1A. The topo-
graphic randomization procedure (querying whether the electric
field topography under each load condition is different from the
mean topography across all three load conditions) indicated an

Fig. 3. Results of the topographic cluster analysis and fitting procedure. (A) Nine stable map periods were obtained over the post-stimulus period in the collective group-
averaged VEPs. (B) One period with stable but different response topographies between conditions was identified during the 160–190 ms post-stimulus interval. The bar
graphs shows the results of the fitting procedure, expressed as the average amount of time a given template map in the single-subject responses yielded a higher spatial
correlation with the group-wise results than an alternative one (±s.e.m.).



98 L. Cocchi et al. / Neuropsychologia 49 (2011) 92–102

effect of VSWM load between 160 and 200 ms. Post hoc anal-
yses between pairs of conditions revealed that the topographic
modulations during this time period were driven by the dissimi-
larity in spatial configuration of the electric fields under the high
VSWM load vs. baseline condition, and low VSWM load vs. base-
line condition. There was no evidence of topographic differences
between high and low VSWM loads. Independent from modula-
tions in response topography, the VEPs were also analyzed in terms
of response strength modulations, quantified by Global Field Power
(GFP; Lehmann & Skrandies, 1980). Supplementary Fig. 1B illus-
trates the results of a time point-wise ANOVA on the GFP including
all conditions. The analysis revealed an effect of VSWM load on
global response strength only between 440 and 500 ms, thus sub-
stantially later than the above topographic differences.

Taken together, the VEP analyses based on global measures
of the electric field at the scalp indicate that working memory-
induced effects on the visual proximity task manifested in
topographic modulations during relatively early stages of visual
processing (starting at ∼160 ms post-stimulus onset) across con-
ditions. These effects were due to the differential treatment of
VSWM load conditions as opposed to the baseline condition. These
topographic changes are indicative of varying configurations of
neural generators during the visual proximity task irrespective of
the amount of VSWM load.

LAURA was used to estimate the neural generators underly-
ing the VEP responses over the 160–190 ms period. These were
computed separately for each subject and load condition and were
extracted as scalar values at each of the 3005 node within the solu-
tion space. Group-average source estimations for each condition
over the 160–190 ms post-stimulus period are illustrated in Fig. 4.
Distributed sources were evident in occipital, parietal and posterior

Fig. 4. Source estimations. Functional neuronal network maps associated to the
early period of topographical differences (160–190 ms post stimulus onset). (A)
perception of the grid without VSWM load (baseline condition); (B) perception
of the grid when concurrently maintaining the past sensory representation of six
visualized disks (high VSWM load); (C) perception of the grid when concurrently
maintaining the past sensory representation of three visualized disks (low VSWM
load). Increased involvement of fronto-temporal regions during the grid perception
is evident in the high VSWM load context vs. baseline (see B vs. A).

Fig. 5. Differences in the functional network maps over the 160–190 ms post stim-
ulus onset period between: (A) regions found to be differentially engaged between
conditions when analyzed using ANOVA; (B) t-test contrast between neural sources
active under high VSWM load vs. baseline condition. Right inferior and dorsal frontal
regions as well as anterior temporal regions were significantly more activated under
high VSWM load while bilateral occipito-parietal sources where stronger active
under baseline load; (C) t-test contrast between neural sources active under low
VSWM load vs. baseline condition. Only increased bilateral occipito-parietal activity
was observed under baseline condition but no extra sources for low VSWM load.

temporal regions during grid perception under either VSWM load.
Descriptively, the functional network during grid perception in the
working memory load contexts (either high or low) extended more
anteriorly – i.e., involving anterior temporal and frontal sources in
addition to those mentioned above.

Source estimations were first evaluated with a 1 × 3 ANOVA uti-
lizing the scalar values obtained at each of the 3005 solution points
for all three conditions (p < 0.05; KE = 20 adjacent nodes). Results
of this ANOVA are shown in Fig. 5A and indicate differences in
frontal, anterior temporal and parieto-occipital cortices. To detail
the networks specifically active for each condition, post hoc paired
t-tests between the source estimation to high VSWM load vs. base-
line and low load vs. baseline were additionally conducted. When
statistically comparing the neural sources active during the high
VSWM load vs. baseline, parts of the parietal and occipital cortices
(bilaterally) were found to be more active under the baseline con-
dition. In contrast, grid perception under the high VSWM load led
to stronger responses within dorsal and ventral frontal regions as
well as the right anterior temporal lobe (Fig. 5B). When contrasting
the neural sources between low VSWM load vs. baseline, parts of
the superior parietal and occipital lobe revealed stronger activa-
tions under the baseline condition. There was no evidence that the
low VSWM load resulted in stronger activity vs. baseline (Fig. 5C).
Table 1 provides an overview of the clusters. The reported coordi-
nates of maximal t-values within a functional cluster are based on
the system of Talairach and Tournoux (1988).

4. Discussion

To our knowledge this is the first study to investigate the effect
of increasing working memory load on the processing of concur-
rent visual information that is behaviorally relevant but completely
independent of the working memory task. To our surprise, high
VSWM load was found to improve performance on the percep-
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Table 1
Source estimation (160-190 ms).

Region with Brodmann area (BA) indicated Hemisphere (cluster dimension) Maximal T value Coordinates (X, Y, Z)

Baseline > high VSWM
Occipital cortex (BA 19) L (78) 5.45 −33, −87, 24
Parietal cortex (BA 7) R (85) 4.64 9, −64, 41

Baseline > low VSWM
Occipital cortex (BA 18) L (28) 3.78 −21, −94, 19
Parietal cortex (BA 7) R (83) 6.12 9, −65, 54

High VSWM > baseline
Dorsomedial frontal cortex (BA 6) R (26) 6.30 3, −15, 63
Inferior frontal gyrus (BA 45) R (72) 2.83 50, 13, 3

Note: BA = Brodmann’s region. Coordinates indicate the local maxima. Magnitude and extent statistics correspond to a minimum threshold of p < 0.05, KE (minimal cluster
extent) = 20 nodes. Post hoc paired t-tests between the source estimation associated to each condition were conducted within the network isolated by a within-subjects
ANOVA (p < 0.05, KE = 20 nodes).

tual task. Electrical neuroimaging analyses of VEP data indicated
that these improvements were accompanied by topographic mod-
ulations during the 160–190 ms post-stimulus period (i.e., the N1
component). While there was no evidence for effects of VSWM
load on the very initial stages of sensory-perceptual processing,
effects at this latency are nonetheless occurring during relatively
early stages of visual processing. Overall, the nature of the observed
functional modulations highlights the importance of the dynamic
interplay between perceptual and VSWM mechanisms in optimiz-
ing the management (i.e., encoding and maintenance) of relevant
information in challenging multi-goal contexts.

Data from our first set of behavioral tests indicated that high
VSWM load increased both the speed and the accuracy of a visual
perceptual task relative to either a low load or the absence of VSWM
requirements (i.e., baseline condition). Results from the easy ver-
sion of the perception task provide compelling evidence that such
facilitation is due to a direct modulation of perceptual processes by
VSWM load and not to changes in later non-perceptual processes,
such as decision-making and motor plan execution. Indeed, when
the separation of the vertical and horizontal arrangement of the
grid was very large and clearly detectible, reaction time in the per-
ceptual task did not significantly change as a function of VSWM
load. In fact, in the easy version of the perceptual task, the effect
of VSWM load on reaction time appears to be reversed with high
VSWM load leading to slower RTs.

While perceptual facilitation in high VSWM load contexts is
reminiscent of earlier studies showing improved performance in
visual discrimination tasks when attention is covertly directed to
the stimulus location prior to its presentation (Downing, 1988;
Posner, Snyder, & Davidson, 1980), pure attention modulations
seem unlikely to explain the observed effect. Reaction times
between high and low VSWM load conditions differed, although the
stimulus onset, and therefore the level of anticipation, was identi-
cal between the two conditions. Furthermore, the absence of the
working memory stimulus during the baseline trials should have
acted as a cue for participants to prepare for the consecutive percep-
tual task. Therefore, if anticipation was relevant to the performance
on the perceptual task, one would expect that performance would
have been best in the single-task baseline condition; here we saw
the opposite pattern of results. Moreover, data from the dual-task
literature generally indicate that presentation of two tasks simulta-
neously, or in close succession, leads to an increase in reaction time
for the second task (Pashler, 1994; Ruthruff et al., 2001). This effect
is explained by the suggestion that cognitive control processes are
not allocated uniformly between concurrent tasks but serially to
each task. Our results appear in contrast with these findings. Indeed,
although non-perceptual processes may become slower, percep-
tual processes appear enhanced in the high working memory load
condition. A possible explanation for this apparent contradiction
is that in our task context, strong demands on working memory
resources lead to functional changes selectively facilitating the exe-

cution of the concurrent visual perceptual task. This hypothesis is
in line with the EEG data discussed below.

Neurophysiologically, working memory load induced differ-
ences in the spatio-temporal VEP response pattern related to the
grid perception. Indeed, local electrode and global topographic
analyses consistently revealed an influence of working memory
load on the VEP between 160 and 190 ms after the onset of the
perceptual stimulus (i.e., grid). These topographic differences are
indicative of, at least partially, non-overlapping neural source
configurations accompanying the grid encoding under concur-
rent working memory demands as opposed to no-load conditions
(i.e., baseline). Notably, the topographic changes in the VEPs
were observed in the absence of (quantitative) modulations of
the global response strength over the same time period. Thus,
in line with interpretation of the behavioral findings, the topo-
graphic changes in VEP responses are hard to explain in terms
of a pure attention-driven interference of VSWM load on visual
grid encoding mechanisms. This also reduces the likelihood that,
given the constant inter-stimuli delay, hypothetical subject’s antic-
ipation interfered with the first volley of top–down signals on
perceptual processes. As previously shown, such attention inter-
ference would rather manifest in quantitative VEP modulations –
i.e., response strength differences (Hillyard & Anllo-Vento, 1998;
Luck, Woodman, & Vogel, 2000). However, such strength modu-
lations were only observed much later (∼440 ms post-grid onset),
some 300 ms after the first working memory-induced topographic
modulation, and probably point to VSWM interference on later pro-
cesses including attention, perceptual decision-making and action
selection.

Distributed source estimations over the time period showing
working memory-induced topographic differences (160–190 ms)
support the involvement of partially overlapping, but nonetheless
distinguishable, brain networks during grid encoding under con-
current VSWM demands vs. no working memory load. Although
the VEP topographic clustering failed to identify significantly dif-
fering topographic maps for grid perception under high vs. low
working memory load conditions, source estimations were found
to differ between these conditions. One possibility that will need
to be further evaluated is that source estimations may provide (at
least in some instances) improved sensitivity to focal changes in
brain activity compared to analyses of the electrode data them-
selves (Britz, Landis, & Michel, 2009). This proposition is somehow
supported by behavioral data presented here, showing a significant
modulation of perceptual processes only under high VSWM load.

Together, results from the VEP topographic clustering and the
neural source estimations indicate that the perception of the grid
in high and low VSWM load trials was associated with a signifi-
cant reduction of occipito-parietal activity compared to the grid
perception in baseline condition trials (Fig. 5). This robust find-
ing suggests that VSWM demands down-regulate neural activity
in brain regions involved in visual–spatial encoding. This result is
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generally consistent with data from dual-task experiments show-
ing that concurrent processing of a first target stimulus interferes
with perceptual processing of a second visual target- i.e., ampli-
tude reduction of the second half (170–190 ms) of the occipital
N1 component (Brisson & Jolicoeur, 2007a). The proposition of
an occipito-parietal down-regulation is also in line with results
showing that high working memory load prevents the encoding of
irrelevant information during the presentation of working mem-
ory related stimuli (Rose et al., 2005) or task-irrelevant stimuli that
participants are explicitly asked to ignore (SanMiguel et al., 2008).
This seems to suggest a general decrease of high-order resources
allocated to “working memory-irrelevant” attentional and percep-
tual processes as a function of working memory load (see also
Klemen et al., 2010; Spinks, Zhang, Fox, Gao, & Hai Tan, 2004).
Paradoxically, in our task context, high VSWM load enhanced
perceptual processing of behaviorally relevant information that
is independent from the working-memory task. This apparent
incongruence may be explained by an active perceptual gating
for goal-relevant information provoked by a saturation of work-
ing memory resources. Top-down modulation of occipito-parietal
activity during grid perception in the VSWM load conditions vs.
baseline may therefore occur in the context of a general reduction
of sensory-perceptual processes induced by the need to optimize
scarce executive resources (Postle, 2005). This hypothesis is sup-
ported by behavioral data obtained in Experiment 2, showing
impaired working memory performance as a function of load, at
least in term of reaction time, in trials without the perceptual
task compared to trials with the perceptual task. Moreover, these
findings seem to exclude the possibility that enhanced perceptual
performance in the high VSWM load condition were due to an
increased allocation of working memory resources to perceptual
processes. While our results indicate improved perceptual perfor-
mance, they are not in disagreement with the dual–task literature
that involved tasks with distinct cognitive and motor demands that
were not as relevant in the current study. Future research is needed
to elucidate the limits of the perceptual facilitation observed here.

Reduced occipito-parietal activity could only be statistically
confirmed under low VSWM load. However, the observation that
grid perception under high VSWM load (vs. baseline) induced con-
current significant changes in frontal and temporal sources as well,
suggest that the recruitment of additional fronto-temporal regions
during grid encoding under high VSWM load may also contribute
to the reliable behavioral advantage in the perceptual task. It has
been shown that frontal (Petrides, 2005; Rissman et al., 2008) as
well as temporal (Axmacher et al., 2007; Rissman et al., 2008)
regions play a critical role in the online maintenance and storing
of sensory representations. The increased involvement of temporal
regions for maintaining behaviorally relevant information under
high VSWM load has previously been related to increased fronto-
temporal contributions following the saturation of the limited
capacity occipito-parietal working memory system and the need
for online information storage that is resistant to fluctuations in
attention and sensory distractors (Rissman et al., 2008). Moreover,
elevated activation of right inferior and dorsal frontal regions has
been associated with different dimensions of cognitive control such
as stimulus recognition and online maintenance, perceptual encod-
ing modulation, attention and inhibitory control, response conflict
processes and decision making (Anderson, Mannan, Rees, Sumner,
& Kennard, 2009; Benetti et al., 2009; Bunge, Ochsner, Desmond,
Glover, & Gabrieli, 2001; Dux, Ivanoff, Asplund, & Marois, 2006;
Ekstrom, Roelfsema, Arsenault, Bonmassar, & Vanduffel, 2008;
Hampshire, Chamberlain, Monti, Duncan, & Owen, 2010; Hedden &
Gabrieli, 2006; for reviews see Badre, 2008; Fuster, 2001). Consis-
tent with these reports, data from our study support the hypothesis
of increased contribution of frontal mechanisms to coordinate the
encoding of new relevant information with the maintenance of past

sensory representations in challenging multi-task contexts. More
broadly, our data are in agreement with theoretical models sug-
gesting a key role of frontal/prefrontal brain regions in temporally
synchronizing and optimizing mnemonic and perceptual processes
according to behavioral goals (Miller & Cohen, 2001; see also Badre,
2008).

To the best of your knowledge, results from this set of exper-
iments provide the first evidence of improved performance on a
perceptual task that is behaviorally relevant but independent from
a concurrent working memory task. Electrical neuroimaging anal-
yses suggests that the enhancement of perceptual performence in
high working memory load conditions may be related to a direct
modulation of brain regions involved in sensory-perceptual pro-
cesses by frontal mechanisms supporting cognitive control. Further
studies using similar dual-task paradigms and assessing changes
in effective functional connectivity between frontal and regions
involved in perceptual processes are, however, required to con-
firm this hypothesis and better understand the dynamic interplay
between working memory and concurrent processes involved in
stimuli encoding – i.e., perceptual, attention, decision-making and
action selection. For example, one remaining question is whether
the relationship between working memory and perceptual pro-
cesses is linear or would follow an inverted U-shaped function
with the effects reversing under sufficiently high working memory
load. Studies systematically exploring the effect of different work-
ing memory loads on concurrent perceptual functions will provide
important information on the functional interaction between these
processes. Using task designs similar to the one employed here may
also be relevant in understanding the altered interplay between
cognitive and sensory processes in psychiatric conditions.
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